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Let F be a non-archimedean local field, with residue field k ∼= Fq. For example
F = k((t)). Let G be a connected reductive group over F . Let G = G(F ). This is
a totally disconnected locally compact Hausdorff topological group. We also write
g = (LieG)(F ), g∗ = (LieG)∗(F ).
The goal of this note is to discuss the phenomenon that

The Fourier transform of a local character of G is supported on the nilpotent cone.

Specifically, we are referring to the Harish-Chandra–Howe local character expansion.
Originally, the proof of Howe and Harish-Chandra in the 70’s “works over F .” In
the 90’s and 00’s, Waldspurger, DeBacker and Adler-Korman gave a new proof and
sometimes stronger results by “working over k.” We discuss this latter approach.
The new proof needs more hypotheses, and because of that we assume p = char(k) >
6 · rankF̄ G today.

1. Moy-Prasad theory

Let S ⊂ G be a maximal split torus. In this section, for simplicity of exhibition
we assume that S ⊂ G/Z ↪→ GLn/Z are split reductive over Z, and that S is mapped
into the diagonal. We have a valuation map val : F → Z⊔+∞. Let A := X∗(S)⊗R.
Every entry in the n × n square gives a character α ∈ X∗(S). For any x ∈ A we
define

For r ∈ R, gx,r = {X ∈ g | the entry of X at α has valuation ≥ r + ⟨x, α⟩}

For r ∈ R, g∗x,r = {X ∈ g∗ | the entry of X at α has valuation ≥ r + ⟨x, α⟩}

For r ∈ R>0, Gx,r = {g ∈ G | the entry of g − id at α has valuation ≥ r + ⟨x, α⟩}

Note that gx,r and g∗x,r are lattices, and Gx,r are open compact subgroups. In fact
Gx,n (n ∈ Z>0) forms a topological basis for any x ∈ A. Write Gx,r+ := Gx,r+ϵ for
very small ϵ > 0. It can be shown that Gx,r+ ◁ Gx,r is normal. We assume there
is a “logarithm”1 map log :

⋃
xGx,r →

⋃
x gx,r satisfying [DeB02, Hypothesis 3.2.1].

Then

Gx,r/Gx,r+
log−→
∼

gx,r/gx,r+ ∼= Homk(g
∗
x,−r/g

∗
x,(−r)+, k).

Let C be any field of characteristic 0, e.g. C = Qℓ; all our functions and rep-
resentations will be C-coefficient. Suppose we have a non-trivial homomorphism
ψ : (k,+) → C×. Consider any Γ ∈ g∗x,−r/g

∗
x,(−r)+ and

ψΓ : Gx,r ↠ Gx,r/Gx,r+
log−→
∼

gx,r/gx,r+ ∼= Homk(g
∗
x,−r/g

∗
x,(−r)+, k) → C×

ϕ 7→ ψ(ϕ(Γ))

1I think under our assumption on p, Kazhdan-Varshavsky quasi-logarithm [BKV16, Appendix
C] always exists and serves our purpose, but there are non-trivial things to verify and that’s not
done in the literature. The readers are encouraged to pretend it is some approximation to classical
logarithm on matrices.
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Definition 1. We say Γ and ψΓ are nilpotent2 if Γ + g∗x,(−r)+ contains a nilpotent
element in g∗.

Definition 2. A smooth representation π is a vector space V over C and homomor-
phism π : G→ Aut(V ) such that for any v ∈ V we have StabG(v) open.

Theorem 3. (Moy-Prasad [MP94, Theorem 5.2]) Let π be an irreducible smooth
representation. Then ∃! r(π) ∈ Q≥0 (typically called the depth) such that

(i) For 0 < r < r(π), we have HomGx,r(ψΓ, π) = 0 for any x ∈ A and Γ ∈
g∗x,−r/g

∗
x,(−r)+.

(ii) For 0 < r = r(π), we have HomGx,r(ψΓ, π) = 0 when Γ is nilpotent.
(iii) For r > r(π), we have HomGx,r(ψΓ, π) = 0 when Γ is non-nilpotent.

Sketch. The number r(π) is defined as the infimum of r for which there exists y ∈ A
such that the fixed subspace πGy,r ̸= 0. We will only sketch (iii). Let r > r(π).
Fix 0 ̸= v ∈ πGy,r . Suppose HomGx,r(ψΓ, π) ̸= 0. Since Gx,r is compact we also
have HomGx,r(π, ψΓ) ̸= 0. We have to prove that Γ is nilpotent. Let 0 ̸= α ∈
HomGx,r(π, ψΓ). Since π is irreducible, there exists g ∈ G such that α(g · v) ̸= 0.
Then

∀h ∈ Gy,r and
gh := ghg−1, gh · α(g · v) = α(gh · g · v) = α(g · h · v) = α(g · v)

=⇒ ∀h ∈ Gy,r∩(Gx,r)
g, ψΓ(α(g ·v)) = ψΓ(

gh·α(g ·v)) = ψ(⟨log(gh),Γ⟩)·ψΓ(α(g ·v))
=⇒ ψ(⟨log(gh),Γ⟩) = 0, ∀gh ∈ g(Gy,r) ∩Gx,r

Since log(g(Gy,r) ∩Gx,r) =
g(gy,r) ∩ gx,r, the above implies

=⇒ Γ ∈ im(g∗x,−r ∩ g(g∗y,(−r)+) → g∗x,−r/g
∗
x,(−r)+)

Coming from g∗y,(−r)+, one can represent Γ by a matrix whose eigenvalues have valu-

ations > −r. From that it is possible (after non-trivial Bruhtat-Tits theory) to show
that Γ is nilpotent in Definition 1. □

2. Invariant distributions

Definition 4. The space of test functions on G is

C∞
c (G) := {f : G→ C | f is locally constant and supp(f) is compact}.

Definition 5. An (G-)invariant distribution is a linear map Θ : C∞
c (G) → C such

that Θ(gf) = Θ(f) for any f ∈ C∞
c (G) and g ∈ G. Here (gf) (h) := f(g−1hg).

Test functions and (G-)invariant distributions on g and g∗ are defined similarly.

Example 6. It is a non-trivial fact that if π is an irreducible smooth representation,
then

π(f) : v 7→
∫
G

f(g)π(g)v dg

is a well-defined finite sum for any v and π(f) has finite-dimensional image. If we
choose a Haar measure on G (always possible) such that |H| ∈ Q>0 for any open
compact subgroups H ⊂ G, then

f 7→ Θπ(f) := Tr(π(f)) ∈ C.

2They are called “degenerate” by Moy and Prasad.
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is an invariant distribution, called the character of π.

Before we proceed, we have to define Fourier transforms. Denote again by ψ :

OF ↠ OF/mF = k
ψ−→ C×. Assume we can extend ψ to ψ̃ : F → C× as a homomor-

phism (always possible if either char(F ) = p, or char(F ) = 0 and C× has all p-power

roots of unity). Fix one such ψ̃. Fix on g a Haar measure so that every lattice has

measure in Q>0. For f ∈ C∞
c (g) we define the Fourier transform f̂ ∈ C∞

c (g∗) by

f̂(X) :=

∫
Y ∈g

f(Y )ψ̃(⟨X, Y ⟩)dY.

This is always a finite sum valued in C.
Let Θ be an invariant distribution on G and r ∈ R>0. We say Θ has depth < r iff

the following property holds: For any x ∈ A, s ≥ r, Γ ∈ g∗x,−s/g
∗
x,(−s)+ non-nilpotent,

and smooth ρ ∈ Irr(Gx,r) satisfying HomGx,s(ψΓ, ρ) ̸= 0, we have

Θ(θρ) = 0

where θρ ∈ C∞
c (Gx,r) is the character of ρ viewed as a test function.

Theorem 7. (DeBacker, essentially [DeB02, Theorem 3.5.2]3) Suppose Θ has depth
< r. Then

“ supp(log∗(Θ|Gr)) is contained in the nilpotent cone.”

This means, there exists an invariant distribution JΘ on g∗ such that

(1) JΘ is supported on the nilpotent cone, i.e. if f ∈ C∞
c (g∗) is such that supp(f)

contains no nilpotent elements in g∗, then JΘ(f) = 0.

(2) Θ(f) = Jπ(f̂ ◦ log) for any x ∈ A and f ∈ C∞
c (Gx,r).

Corollary 8. (Harish-Chandra–Howe local character expansion) Let π be an irre-
ducible smooth representation and r > r(π). Then the character Θπ has depth < r
and therefore

supp(log∗(Θπ|Gr)) is contained in the nilpotent cone.

Remark 9. Theorem 7 and Corollary 8 should be viewed as statements about the
invariant distributions near id ∈ G. There are generalization for the invariant dis-
tributions near any semisimple γ ∈ G by Adler-Korman [AK07, Theorem 12.1 and
Corollary 12.9].
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