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ABSTRACT

Supplementary Information

Seismic data and inversion.

Data subsection.
We build anisotropic maps of the fundamental-mode Rayleigh-wave phase velocity beneath eastern Tibet (covering 20◦N -
42◦N, and 90◦E - 110◦E) following a two-step method, which consists in first measuring the dispersion between many station
pairs, and then inverting the collection of dispersion curves for maps of isotropic and anisotropic phase-velocity anomalies at
selected periods.

The data we use are broadband waveforms recorded at 32 seismic stations from the China National Seismic Network.1

The stations are fairly evenly distributed in our study region (Figure S1), which provide more or less even sampling of the
region. The two-station method, which we employ to measure the dispersion curves between two stations, requires that the
angle between the great circles connecting a given pair of stations and that connecting this station pair and the earthquake
epicenter are not too large. In this study, we set an upper limit of 10◦ for this angle. Epicentral distances are between 2◦ and
170◦, and all interstation distances are in the range of 250-2,500 km. Following these criteria, we extracted 46,490 surface-wave
records from 467 events (Figure S2).

Dispersion curves
For each of the 531 station pairs, a phase-velocity dispersion curve can be measured for the fundamental Rayleigh mode using
the two-station technique.2, 3 Here, we used the cross-correlation approach,4 which allows for the measurement of dispersion
curves in a broad period range (in our case, between 10 and 200 s). This technique has been widely used and further developed
in the last decade.5–18

For each selected event, the vertical-component displacements recorded at the two stations of each pair are cross-correlated
(Figure S3). To minimize the effects of noise and interferences, the cross-correlation function is first filtered with a frequency-
dependent Gaussian band-pass filter. Side lobes caused by correlations of the fundamental mode with scattered waves and
higher modes are then down weighted by the application in the time domain of a frequency-dependent Gaussian window to
the filtered cross-correlation function. This approach to filtering and windowing is effective as long as the fundamental mode
has the largest amplitude in the seismogram, which is always true at epicentral distances greater than 1,200 km, and therefore
dominates the contribution to the cross-correlation function (Figure S3). The cross-correlation is then transferred into the
frequency domain, and its complex phase is used to calculate the phase-velocity.

Recent studies19, 20 showed that some paths may not be close to the great circle. While calculating the dispersion curves,
strong off great circle propagation may result in biases in phase-velocity measurements. We have however identified such
potential errors at the early stage of our measurements and removed them when building the dispersion curves. Because we
have been looking at every seismogram independently, we could select (or reject) specific parts of the dispersion curve for
each event (Figure S4-top). Sometimes, as shown on Figure S4-bottom, raw dispersion curves show strong deviations from the
refernce curve (bumps or inconsistent low or high velocities in the curve). The bumps (indicated by the orange circles) may



originate from various causes, such as errors in the data, noise, or correlations of the fundamental mode with scattered waves
and higher modes. For the part of the dispersion curve marked by the green circle, both phase-velocity and the first derivative
are different at 5.10−2Hz compared to the segment between 3.10−2Hz and 4.10−2Hz. This can be caused by noise, errors in the
data or even propagation effects (off-great circle for example). It is fairly easy to spot those, as they display different velocity
values and/or different first derivatives. Those sections of the dispersion curves are rejected directly. Those deviations could
originate from interactions between fundamental and higher mode wavetrains, or off-great-circle propagation, as noted above,
but in all cases we did not take those into account.

Generally speaking, seismic-wave diffraction and the interference of fundamental Rayleigh wave with higher modes can
bias the measurements. These effects, however, have a strong frequency dependence, which manifests itself in the irregularities
and roughness in the measured curves. Therefore, only the smooth portions of the curve are retained (red portion in Figure S4).
In the next step, All dispersion curve fragments for a specific station pair measured for all suitable events are then merged
together and averaged (Figure S5), and outliers are discarded to derive a single dispersion curve between the two stations
(Figure S6).

The 531 dispersion curves we measured (Figure S6) do not cover the entire period range (10-200 s) evenly. As a result,
the path coverage changes strongly with period (Figure S7), leading to variations in the resolution of our model as a function
of period. For example, at short periods (shorter than 30 s) fewer dispersion curves are available to provide information. By
contrast, almost all the dispersion curves we obtained sample periods of 30 s and longer, leading to a very good coverage at
these periods, as indicated by the azimuthal coverage for specific periods (Figure S7).

Inversion scheme
After deriving the dispersion curves for the 531 interstation paths, we invert them for both isotropic and anisotropic (2ψ and
4ψ) Rayleigh-wave phase-velocity maps at selected periods. At each point of the model, the total velocity anomaly can be
parameterized with 5 parameters: one for the isotropic phase-velocity variation, δCiso, 2 for the 2ψ-anomaly, A2ψ and B2ψ , and
2 for the 4ψ-anomaly, A4ψ , and B4ψ . The total anomaly is then:

δC = δCiso +A2ψ cos(2ψ)+B2ψ sin(2ψ)+A4ψ cos(4ψ)+B4ψ sin(4ψ). (1)

The amplitudes of azimuthal velocity variation (Λ) and the directions of fast propagation (Θ) of the 2ψ- and 4ψ-anisotropy
are then given by:Λ2ψ =
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Previous studies10, 13, 21–24 have pointed out that the contribution of 4ψ terms may be non-negligible, which is why we have
included them in our inversions. In our models, we found that the amplitude of the 2ψ anisotropy is larger than that of the
4ψ term by a factor 2 to 5 (Figure S8). More importantly, we performed inversions with isotropic and 2ψ terms only, and
found that adding 4ψ terms, as we did in our models, does not alter the patterns and amplitude of isotropic and 2ψ anisotropy
anomalies (Figure S9). The left column in Figure S9 show the distribution of 4ψ anisotropy obtained for our preferred models.
Previous studies using the same method showed that although the 4ψ terms may have amplitudes comparable to those of the
2ψ terms, they are not needed to explain the raw data,10, 13 i.e. they do not provide significant reduction in the reduced χ2

compared to inversions in which they are omitted. Therefore, when discussing the results of our inversions, we will not attempt
to interpret the 4ψ terms and focus only on the isotropic and 2ψ anisotropic anomalies.

Geographically, the model is parameterized on a triangular grid of knots25 with a grid spacing of 80 km. Due to variable
data coverage depending on the period, the size of the grid is different at each period. Good coverage (which is obtained for
periods of 30 s and longer) allows for small grid spacing leading to a grid of 425 knots at 80 s. When coverage is poor (for
periods shorter than 30 s), the grid covers a reduced area (e.g., 306 knots at 20 s). Each dispersion curve yields the average
phase velocity along the path linking the two stations as a function of period, and the total average velocity anomaly along the
path may be written as the integral of local anomalies at each grid knot sampled by the given path,

δC̄i =
∫

ϕ

∫
θ

Ki(ϕ,θ) δC(ϕ,θ) dθ dϕ , (3)

where the local anomalies δC(ϕ,θ) are weighted with respect to the sensitivity kernels Ki(ϕ,θ). The kernel provides the
contribution at each knot on a specific path to the total phase-velocity anomaly.26
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Tests on regularization parameters and resolution

Regularization parameters
In this section, we discuss the influence of regularization parameters in the inversion such as norm damping and smoothing on
the resulting model.

Resolution is mainly controlled by the cumulative sensitivity of the available data to isotropic and anisotropic perturbations
of the medium, but also by additional a priori constraints such as norm damping and smoothing. The norm damping is used to
constrain the amplitudes of phase-velocity perturbations during the inversion. Therefore, investigating the influence of this
parameter allows us to calibrate our inversion.

As shown in Figure S10(a-f), the isotropic damping does not affect the lateral distribution of the anomalies or the anisotropic
part. Increasing norm damping decreases the amplitude of the velocity anomaly. Therefore this parameter has been set to be
consistent with the initial dispersion curves, from which the maximum amplitude of the anomalies were estimated.

Lateral smoothing penalizes the difference between the anomaly at a knot and the average of the anomalies at its neighboring
knots by minimizing the first and second spatial derivatives of velocity anomalies. The lateral smoothing weight is set
independently for each period. We apply a stronger smoothing with decreasing path coverage. Figure S11 shows the effect of
smoothing on the resulting velocity model at a period of 50 s. If the smoothing weight is too low (Figure S11-a), small-scale
artifacts may appear in the regions with poor data coverage (i.e. at the borders of the model). If the smoothing weight is instead
too high, information on small-scale features is lost (Figure S11-f). Therefore, we imposed a smoothing weight large enough
in order to avoid artifacts yet still allowing the resolution of small-scale anomalies. Figure S11(a-f) further shows that the
anisotropic pattern remains mostly unchanged, indicating the robustness of the inversion.

Similar tests have been conducted for the anisotropic part (Figure S12). When the anisotropic smoothing factor increases,
local changes of fast direction of the anisotropy are weakened, and only the average direction of the anisotropy in the region
(for a selected period) is obtained.

Resolution tests
To test the robustness of the structures imaged by our inversion, we performed a series of resolution tests (Figure S13). For each
test, an input test model is first created with representative patterns for both isotropic and anisotropic anomalies (Figure S13,
top row). We then generate synthetic data from these input models, and invert these synthetic data under the same conditions as
the real data (Figure S13, bottom row). In particular, the same amount of smoothing and damping, and the same path coverage
are used for a given period. This allows testing for the reconstruction of both isotropic anomalies and anisotropic patterns.
The retrieval of the isotropic anomalies should display correct amplitudes and locations. The anisotropic features should be
retrieved with consistent directions and amplitudes.

Distortions in the output models may result from several sources, but mainly a lack of lateral resolution and smearing
between isotropic and anisotropic terms. To evaluate the smearing between isotropic and anisotropic terms, we define synthetic
models in which isotropic and anisotropic anomalies are either constant throughout the region, or set to zero (Figure S13). The
retrieved models indicate that the smearing between isotropic and anisotropic terms is small. In particular, the isotropic patterns
are retrieved for all periods with small lateral variations. In regions with denser data coverage (between 40 and 100 s) some
artifacts appear in the isotropic part. Note that these artifacts mostly occur at the peripheral knots, where the coverage is poorer.
These regions should thus be interpreted with caution, due to the possible small-scale artifacts and perturbations induced by the
lack of path coverage. Similarly, the input anisotropic structure is generally properly retrieved. Results of these tests show only
small discrepancies between the input and output anisotropic anomalies both in the azimuth of fast direction and in amplitude.
Furthermore, the output model did not show substantial isotropic perturbations, indicating very little leakage between isotropic
and anisotropic terms. Note that the resolution tests presented here addressed the coverage by the data only and no additional
noise has been added. The main sources of errors in the actual inversions are the locations and origin times of the events, errors
in the dispersion curves and diffraction effects, which are not accounted for by the approximate sensitivity kernels (Ki(ϕ,θ) in
eq. 3) that we used. Given the very substantial redundancy of our coverage provided by the hundreds of crossing paths, random
errors are unlikely to have any systematic impact on the results.27

The resulting maps can then be associated with appropriate depth ranges through phase-velocity sensitivity kernels at
specific periods (Figure S14). Final models for all periods are displayed in Figure 2 and Figures S15 and S16.
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Figure S1. Stations (blue triangles) used in this study. Thin black lines linking station pairs are possible paths used to
constrain the model. The box in the inset map shows the region under study. This figure is generated using the Generic
Mapping Tools29 and GIMP 2.6.
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Figure S2. Events (red circles) used in this study. The magnitude of each event is indicated by the size of the circle. The
black box shows the study region. This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.
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Figure S3. Vertical-component displacements recorded at two stations (top and centre). The bottom panel shows the
cross-correlation between the two seismograms. The color images shows the corresponding spectro-temporal diagrams. The
color indicates the amount of energy (normalized for each frequency). The white curves in the images represent the maximum
energy recorded for all frequencies. This figure is generated using Matlab (2013b).
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Figure S4. (Top) - Measurements of an individual Rayleigh-wave dispersion curve obtained for a specific station pair from a
single event. The selected dispersion curve (solid red line) is chosen as close as possible from the predicted dispersion curve
calculated from a reference model (dashed black line) amongst possible dispersion curves from the inversion (solid blue lines).
(Bottom) - Some parts of the dispersion curve show bumps (orange circle) or strong deviations (green circle) to the predicted
dispersion curve (dashed black line). This figure is generated using Matlab (2013b).
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Figure S5. Individual dispersion curves measured for a specific station pair from all events (top), and the resulting averaged
dispersion curve (bottom). Blue curves are for one standard deviation. This figure is generated using Matlab (2013b).
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Figure S6. All measured phase-velocity curves used in this study (black). The orange curve shows the prediction by the
PREM model. The average regional dispersion curve is ploted in blue. It is used as reference velocity to calculate velocity
anomalies. This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.
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Figure S7. Interstation paths used to constrain surface-wave phase-velocity maps at specific periods. From (a) to (h) 20, 30,
36, 40, 50, 60, 80 and 100 seconds, respectively. This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.

Figure S8. RMS of the amplitudes calculated for all periods for the isotropic terms (orange), the 2Ψ anisotropy (green) and
the 4Ψ term (red). This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.
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Figure S9. Models calculated while taking into account the 2Ψ anisotropy (a-c) and the 2Ψ and 4Ψ anisotropic terms (d-i).
Panels(d-f) display the isotropic and 2Ψ anisotropy for this inversion, whereas panels (g-i) display the isotropic and 4Ψ

anisotropy for this inversion. This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.
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Figure S10. Effects of the isotropic damping parameter. The models have been obtained for a specific period of 50 seconds
with increasing isotropic damping values from (a) to (f). All other parameters remain constant during the inversion process.
The preferred model chosen for the final inversion is framed in green. This figure is generated using the Generic Mapping
Tools29 and GIMP 2.6.
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Figure S11. Effects of the isotropic smoothing parameter. The models have been obtained for a specific period of 50 seconds
with increasing isotropic smoothing values from (a) to (f). All other parameters remain constant during the inversion process.
The preferred model chosen for the final inversion is framed in green. This figure is generated using the Generic Mapping
Tools29 and GIMP 2.6.
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Figure S12. Effects of the anisotropic smoothing parameter. The models have been obtained for a specific period of
50 seconds with increasing anisotropic smoothing values from (a) to (f). All other parameters remain constant during the
inversion process. The preferred model chosen for the final inversion is framed in green. This figure is generated using the
Generic Mapping Tools29 and GIMP 2.6.
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Figure S13. Resolution tests. (a-e) Input test models at periods of 20, 40, 60, 80 and 100 seconds; and (f-j) reconstructed
models for respective periods. The reconstructions are performed to test the retrieval of both isotropic and anisotropic
structures. This figure is generated using the Generic Mapping Tools29 and GIMP 2.6.
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Figure S14. Sensitivities of the Rayleigh-wave phase velocities as functions of depth for selected periods. The model used to
calculate the sensitivities is the continental AK135 model.28 This figure is generated using the Generic Mapping Tools29 and
GIMP 2.6.
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Figure S15. Maps of isotropic and azimuthal anisotropic anomalies in Rayleigh-wave phase velocity for specific periods.
From (a) to (d) 20, 30, 36 and 40 seconds, respectively. This figure is generated using the Generic Mapping Tools29 and GIMP
2.6.
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Figure S16. Maps of isotropic and azimuthal anisotropic anomalies in Rayleigh-wave phase velocity for specific periods.
From (a) to (d) 50, 60, 80 and 100 seconds, respectively. This figure is generated using the Generic Mapping Tools29 and GIMP
2.6.
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