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A B S T R A C T   

We investigate the feasibility of using the Dynamic Time Warping (DTW) technique to cluster continuous GNSS displacements in Taiwan. Using the DTW distance as 
the measure for waveform similarity, we combine the DTW method with the Hierarchical Agglomerative Clustering (HAC) algorithm. This is in contrast to the 
conventional clustering approach that uses the Euclidean distance, considering the average long-term crustal motion, but inherently neglects full-waveform temporal 
variations. Here we apply the DTW-based HAC algorithm adopting DTW distance as the waveform similarity measure on 11 years worth of 3-D displacement data 
from 115 continuous GNSS network stations in Taiwan. We demonstrate the efficacy of the DTW-based HAC method in distinguishing the GNSS spatiotemporal 
variabilities that are consistent with the known, complex tectonic behavior of the region. An open-source Python package has been developed and made available to 
perform the HAC analysis.   

1. Introduction 

Cluster analysis has been widely applied in many fields for data 
exploration and for associating objects with relatively low similarity 
measures into groups. It is increasingly becoming a necessity with the 
exponential growth of real-world data. For example, in geodesy-related 
studies, the GNSS (Global navigation satellite system) data provide 
increasingly detailed pictures of local tectonics, including lithospheric 
deformation patterns and fault identifications (Yu et al., 1997; Rau et al., 
2008; Angelier et al., 2009; Wu et al., 2009; Chang et al., 2012). When 
applied to the GNSS data the clustering approach is powerful in 
searching for spatially coherent patterns of deformations and revealing 
relations among the data for better interpretability (Mohapatra et al., 
2012). 

Recently, Euclidean distance-based clustering methods have been 
used to quantitatively identify the velocity discontinuities linked to 
regional crustal block structures (Simpson et al., 2012; Savage and 
Simpson, 2013b; Takahashi et al., 2019). They rely on the Euclidean 
distance (ED) to quantify the differences in time series. This approach is 
data-driven, considers no a priori geological information, and has several 
advantages over the traditional subjective block analysis approach 
(Thatcher, 2009) that is usually guided by the choice of tectonic blocks, 

their number and size, the distribution, and geometry of known faults. 
However, this approach considers the average secular trend of 2-D 
horizontal velocity and does not take into account the short-period 
temporal variability in the horizontal waveforms. In addition, vertical 
variations are ignored altogether. These lead to reduced sensitivity to 
localized temporal crustal variations as well as to the crustal deforma-
tion associated with normal and reverse faults (Takahashi et al., 2019). 
These limitations hamper the resolution of the geodynamical features in 
tectonically complex regions that feature rapid tectonic variations and 
where the 2-D horizontal velocity vectors may be inadequate to accu-
rately represent the active tectonics. 

Anomaly detection techniques capture patterns that significantly 
deviate from the expected behavior. Several clustering-related anomaly 
detection techniques have been explored in the past (e.g., Izakian and 
Pedrycz, 2013; Iwata and Umeno, 2017; Xia et al., 2020), however, most 
of them have employed the ED as the dissimilarity measure. 

Here we experiment with a new approach for incorporating the full 
time series information that combines the clustering analysis with the 
Dynamic Time Warping (DTW) method. DTW is a well-known method 
that generically uses dynamic programming to evaluate the similarity/ 
dissimilarity of time series with respect to their shape information 
(Angeles-Yreta et al., 2004; Strle et al., 2009; Hale, 2013; Venstad, 2013; 
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Mikesell et al., 2015). Hence, it can also be used to estimate the simi-
larity between two different data series. The DTW distance, a measure 
for the dissimilarity between two time series, is estimated by finding the 
optimal match in the time series data by compressing and extending the 
time axis (Berndt and Clifford, 1994). 

The DTW technique has been extensively explored in the field of 
speech and image recognition, data exploration, finances, medicine, 
engineering, environmental science, and other fields (Itakura, 1975; 
Sakoe and Chiba, 1978). In particular, Kumar et al. (2022) employed 
DTW for several seismological applications, including the clustering of 
seismic time series. It has also been successfully combined with the 
Hierarchical Agglomerative Clustering (HAC) analysis to cluster similar 
time series together and identify anomalous behavior (Huang and Jan-
sen, 1985; Niennattrakul and Ratanamahatana, 2007; Kumar et al., 
2022). However, combining DTW with HAC analysis has some diffi-
culties as the time complexity of the DTW technique is quadratic (Sal-
vador and Chan, 2007; Izakian et al., 2015). Nevertheless, several recent 
studies have employed an iterative approach in implementing the DTW 
technique that offers speed and other improvements (e.g., Shen et al., 
2017). The present study aims to demonstrate the efficacy of the 
DTW-based HAC method on the spatiotemporal GNSS displacement field 
data in the Taiwan region. 

2. GNSS data in Taiwan 

Continuous GNSS networks in Taiwan, comprising over 400 stations 
operated by the Central Weather Bureau, Academia Sinica, and the 
Central Geological Survey, routinely collect data which are compiled 
and processed by the GPS Lab at the Institute of Earth Sciences of 
Academia Sinica (Chen et al., 2013) using the Bernese Global Navigation 
Satellite System software (Dach et al., 2015). The solutions are solved, 
relative to the tectonically stable station (S01R) of Penghu off the west 
coast, for the east (E), north (N), and up (U) components in the Inter-
national Terrestrial Reference Frame (ITRF) Cartesian coordinates (see 

http://gps.earth.sinica.edu.tw for details). 
We select 345 time records from 115 stations based on the consis-

tency, quality, and data lengths (see Figs. S1 and S2 in SI), and discard 
those not characterizing common observational epochs (for details, see 
Kumar et al., 2020). We remove the outlier points exceeding 2σ of the 
mean variance and linearly-interpolate over the data gaps, and average 
them into daily solutions. Covering the period of 2007–2018 (4017 
days), these GNSS data sometimes show spatially incoherent motions 
over relatively short time spans due to local secular changes. The 
long-duration data feature large degrees of freedom and contain valu-
able information about long-term behavior of the active tectonics. 

3. Method: DTW-based HAC analysis 

We developed a Python software package named dtwhaclustering, to 
ease the execution of the steps in the DTW distance-based HAC analysis. 
The workflow is as follows (see Fig. 1): After removing the least-squares 
fit of the seasonal and tidal signals (section 3.1), we apply our DTW- 
based HAC method to find the relative similarity and hence anoma-
lous variability between the GNSS residual displacements in the target 
region along the eastern coast of Taiwan (section 3.2). Then we cluster 
and select the optimal number of clusters based on the relative changes 
in the DTW distance (section 4.3), and cross-validate the results with 
iterative spatiotemporal stability tests (section 4.4). 

3.1. Least-squares model GNSS time series 

We first model each GNSS time series of 3-D displacements (N, E, and 
U) as a superposition of the following terms: 

f (t) = a+ bt+
∑

k
ckH(t − t0)+

∑6

k=1

[

Ak cos
(

2πT
Pk

)

+Bk sin
(

2πT
Pk

)]

+ Residual (1) 

Fig. 1. Workflow of Hierarchical Agglomerative Clustering based on DTW distance of continuous GNSS displacements for tectonic investigation.  
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where, a + bt accounts for the mean + linear trend in the time series, the 
Heaviside functionH(t − t0) account for the coseismic and other 
unmodeled data jumps, and the six periodic variations accounts for the 
annual (365.26 days), semiannual (182.62 days), four tidal (with pe-
riods 13.6608 days, Mf; 14.7653 days, Msf; 27.5546 days, Mm; 18.6 
years). Then the linear coefficients are least-squares estimated by 
minimizing the variance of the Residual. We mention in passing that 
some studies have suggested a more sophisticated approach of using 
Maximum Likelihood Estimation, singular spectrum analysis, and Monte 
Carlo Markov Chain (e.g., He et al., 2017). We used the least-squares 
regression in the simple tasks here for its inherent simplicity and flexi-
bility in its implementation. 

For example Fig. 2 displays the least-squares fits and the resultant 
residuals (by subtraction out the fits) at station ERPN. In addition, we 
have also removed the common-mode errors (CME) from the 3-D GNSS 
displacements via the estimation using Empirical Orthogonal Function 
technique (Weare and Nasstrom, 1982; Chang and Chao, 2014; Kumar 
et al., 2020). CME are dominant systematic errors exhibiting strong 
spatial coherence in the regional networks, which, if not treated prop-
erly may bias the final result. 

Fig. 3 shows the geospatial distribution pattern of the linear trend 
estimated as above from the 3-D GNSS displacements over the whole 
Taiwan; the values are interpolated using the nearest interpolation al-
gorithm to obtain the spatial pattern for Taiwan. The results are 
consistent with previous studies (Yu et al., 1999; Ching et al., 2011; 
Huang et al., 2015). The strong anthropogenic subsidence in the western 
coastal region (Liu et al., 2004; Tung and Hu, 2012) is clearly captured 
by the four stations: FUNY, VR02, PKGM, and HUWE. The stations in the 
eastern coastal region of Taiwan, particularly in the Longitudinal Valley, 
show significant northwestward motion relative to the S01R station. The 
northeastern part of Taiwan shows clockwise rotation, presumably due 
to the ongoing extensional crustal deformation related to the back-arc 
extension of the Okinawa Trough (e.g., Tsai et al., 2015). 

3.2. The HAC analysis 

For investigating the spatiotemporal behavior of the GNSS dis-
placements in Taiwan, we build upon the HAC approach proposed by 
Simpson et al. (2012) for GNSS datasets. The HAC analysis is an unsu-
pervised technique that is commonly used to lump together similar 
waveforms with bounding thresholds. The traditional HAC algorithm 
first projects the horizontal velocity data into a Euclidean velocity space 
(Savage and Simpson, 2013a, 2013b; Takahashi et al., 2019). It begins 

by assuming each time series as a cluster in itself, hence there are N 
clusters for N stations to begin with. Then it iteratively merges each pair 
of clusters by introducing the new cluster at the pair’s centroid position 
in velocity space. Traditionally, the clusters are merged based on their 
measure of the Euclidean distance (the geometrical distance in velocity 
space), which represents the similarity between them. The graphical 
representation of the tree formed by the iterative merging of data sub-
sets is called a dendrogram. The dendrogram is essential in investigating 
the relationships between the linkages of the clusters. We can observe a 
dendrogram from the bottom with N initial clusters at the bottom up to 
one big cluster at the top. Various clustering schemes share the above 
procedure as a common definition but differ in the way the similarity 
matrix is computed (Huang and Jansen, 1985; Bar-Joseph et al., 2001; 
Müllner, 2011). 

The concrete choice of the similarity measure has a large influence 
on the outcome of the dendrogram of the HAC analysis. It can signifi-
cantly affect the performance and effectiveness of the analysis. Although 
Euclidean distance is the most commonly used distance measure, there 
are many distance metrics available such as the Manhattan distance, 
Minkowski distance, Mahalanobis distance, etc., serving different pur-
poses (Defays, 1977; Awasthi et al., 2012). 

The HAC method based on the Euclidean distance in the horizontal 
velocity space takes into account only the GNSS horizontal velocity at 
each station while ignoring the vertical motion. It also leaves out tem-
poral information in localized waveforms (Simpson et al., 2012). To 
study a tectonically complex region where the 2-D velocity vector may 
be inadequate to provide an accurate representation of the tectonics, 
and to incorporate the full waveform information cluster analysis, we 
now replace the Euclidean distance with the DTW distance measure. 

3.3. DTW distance 

The DTW distance quantifies the similarity between two time series 
with improved accuracy and efficiency by shifting and warping the time 
axis of the two series to obtain an optimum alignment (Berndt and 
Clifford, 1994; Senin, 2008). Traditionally, DTW analysis uses the 
dynamical programming technique by dividing a problem into sub-
problems and solving it recursively (Bellman and Dreyfus, 1962; 
Bellman, 1966). Recent studies implemented iterative approach and 
other upgrades that improved the computation speed and accuracy 
(Shen et al., 2017). For details on the DTW implementation, the readers 
are referred to previous relevant literature (Izakian et al., 2015; Mikesell 
et al., 2015). 

The DTW distance is zero for two time series with completely similar 

Fig. 2. Least-squares modeling for the daily GNSS time series (2007–2018) at station ERPN for (a) Vertical, (b) North, and (c) East components. The panels from the 
top down: the GNSS data points (blue dots) and the modeled least-squares fit (black solid line); the linear trend; estimated seasonal + tidal signals; modeled co- 
seismic jumps (note the different scales); GNSS residuals after removing the seasonal and tidal signals (to be used in the tectonics study after removing common- 
mode errors); GNSS residuals after subtracting linear trend, co-seismic jumps and seasonal + tidal signals. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 
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patterns, while the higher DTW distance indicates an increase in the 
dissimilarity. Note that the DTW distance measures the cumulative 
similarity of the full length of the two time series, therefore for two time 
series having similar recording time, DTW distance can be used as a 
direct comparison measure. Given the similarity in the two approaches, 
the Euclidean distance can be easily replaced by the DTW distance, 
keeping other parts of the HAC algorithm unchanged. In the new HAC 
approach, we begin by N stations, and iteratively merge them based on 
their waveform similarity obtained by the DTW distance. 

3.4. Synthetic tests 

We validate our clustering algorithm by performing tests using 
synthetic data. As shown in Fig. S6 in SI, we first generate five time series 
based on known basic functions. Then, 15 time series are derived by 
making three copies each of the five synthetic signals and adding 
random noises (Fig. 4a) and assigned to arbitrarily defined locations in 
space (Fig. S7). The DTW-based clustering correctly identifies the base 
patterns present in the synthetic data (Fig. 4b), along with their correct 
spatial locations. The clustering algorithm successfully retrieves the 5 
clusters as expected (Fig. 4c). The results from the DTW-based HAC are 
comparable to the Euclidean-based HAC analysis. However, the 
dendrogram of the former accounts for more of the short-term temporal 
variations in the waveforms. 

4. Results 

4.1. Clustering of the continuous GNSS displacements in Taiwan 

We apply the DTW-based HAC analysis independently to each 
component of the 115 selected continuous GNSS displacements of 11 
years (2007–2018). Fig. 5 displays the polar chart of the dendrogram 
with the similarity relations between the clusters given in terms of the 
DTW distance. Radial lines and concentric arcs in the dendrogram 

correspond to the vertical and lateral lines, respectively, in the con-
ventional dendrogram (see SI). Given around the circular edge of each 
dendrogram are the station names, and the numbers in the dendrograms 
are the DTW distance values. The colors of the lines in the dendrogram 
are set to emphasize the optimal number of parameters obtained using 
the elbow method (see next section). Notice that the dendrogram of the 
vertical component is dominated by a few stations. This is mostly due to 
the anomalous subsidence in the western region of Taiwan (Fig. 3). 

4.2. Estimating the optimal number of clusters 

Clustering analysis consists both of grouping the data based on some 
criterion and cross-validating the resulting groups. There are several 
approaches in data science that are commonly used to extract the 
optimal number of clusters, such as the elbow method, the gap-statistic 
method, silhouette analysis, etc. (Breckenridge, 2000; Tibshirani et al., 
2001; Wang, 2010; Kawamoto and Kabashima, 2017; Fu and Perry, 
2020). The elbow method is the most well-known, in which the per-
centage of variance (or DTW similarity measure in this study) as a 
function of the number of clusters is calculated and graphed, and the 
maxima of the first derivative of the function (elbows) are looked for to 
determine the optimal number of clusters. The elbow method is based on 
the idea that adding a greater number of clusters than the selected 
optimal one does not significantly improve the modelling of the data. 

In this study, we implement the elbow method to obtain the optimal 
number of clusters given by the maximum curvature of the DTW dis-
tance. Based on the maximum relative difference in DTW distance 
(computed using the elbow method) between the clusters in the 
dendrogram in Fig. 5, we have identified five clusters for the U, five 
clusters for the N, and three clusters for the E as the optimal number of 
clusters. 

It is also important to note that a few anomalous waveforms in the 
analysis with the least similarity (hence large DTW distance) in relation 
to other waveforms can alter the estimated optimal number of clusters 

Fig. 3. Linear trends (background colors) obtained by least-squares estimation of the 11 years of GNSS displacements for (a) Vertical, (b) North, and (c) East 
components, respectively. The inverted triangles show the locations of GNSS stations. The figure is auto-generated using the dtwhaclustering package. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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using the elbow method. This seems apparent in Figs. 5 and 6. For 
example, the vertical component at stations PKGM, YMSM, LNCH and 
the north component at ERPN feature anomalous waveform fluctuations 
and hence are assigned separate clusters by the HAC analysis. Many 
times, we would like to identify the anomalous stations using the clus-
tering analysis and isolate them from other clusters to further examine 
the relation between other waveforms in more detail. Alternatively, we 
can use higher-order curvature in the analysis for the optimal number of 
clusters. 

4.3. Significance assessment of the estimated number of clusters 

We implement the non-parametric approach where we perform the 
Monte-Carlo simulation-based hypothesis testing to assess the statistical 
significance of the obtained optimal number of clusters. This approach is 
similar to that of the gap-statistic test (Tibshirani et al., 2001). We as-
sume the null hypothesis that the waveforms at each station are obtained 
from a random distribution, and it does not lead to any clusters of in-
terest. Then, using the Monte-Carlo simulations of DTW-based HAC on 
randomly shuffled original waveforms for N times (where N is large), we 
compute the likelihood (the p-value) of obtaining k clusters given by the 
elbow method. If the p-value for k clusters is less than the decided 
threshold (e.g., p < 0.05), then we reject the null hypothesis and accept 
the number k computed using the elbow method as the optimal number 

of clusters. 
Fig. 7 shows the results of the Monte-Carlo simulations of the HAC 

analysis for N = 100 to assess the significance of the estimated number 
of clusters for each component. The error bar shows the 95% confidence 
interval estimated by 100 Monte-Carlo simulations of the HAC analysis 
on the randomly shuffled original waveforms for the 115 stations. In 
each plot, the black line shows the curvature of the relative DTW dis-
tance at an increasing number of clusters (or hierarchy in the dendro-
gram). We can see that for the randomly shuffled waveforms, the 
optimal number of clusters tends to be the same as the number of sta-
tions to begin with. Hence, the obtained optimal clusters (indicated by 
the green dashed line) for the three components are statistically 
significant. 

4.4. Stability assessment of the dendrogram in the presence of noise 

The GNSS data can contain observational noise due to global and 
local disturbances, including orbit information errors and water vapor 
anomalies. Hence, it is essential to examine whether our clustering 
analysis results are trustworthy with the effects of noise taken into 
consideration. Following Takahashi et al. (2019), we begin by adding 
synthetic noise according to the observed noise levels to the 115 sets of 
three-component GNSS data as follows: 

Fig. 4. (a) Shuffled signals for the clustering obtained by making three copies each (a, b, c) of the original five signals and adding random noise. (b) Polar 
dendrogram showing the results of the DTW-based HAC clustering. (c) Estimation of the number of optimum clusters in the dataset through the Elbow method. 
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di,m = di,ref + ε(σi)m (2)  

where di,m denotes synthesized GNSS data at a station i (i = 1,…,115) 
for a given component, m denotes the synthesized data index, and di,ref is 
the original daily fluctuations at the same station. σi is the standard 
deviation of GNSS velocity, and ε(σi)m is the synthetic error obtained 
from the Gaussian distribution with zero mean and the standard devi-
ation σi. We feed the synthetic GNSS data for the 115 stations used in our 
original analysis to our clustering algorithm and examine the effects of 
noise. The relational structure among the clusters in the output 
dendrogram changes by less than 10% for the standard deviation of up 
to 2σ. When the noise levels are further increased, the relational struc-
ture among the cluster starts to break down significantly and the results 
become unreliable (see Fig. S5 in the SI). This shows that the DTW-based 
HAC analysis is robust in the presence of random noise in the data. 

5. Discussion and conclusions 

In this study, we have combined the DTW distance measure and HAC 
to develop a new approach to clustering analysis. A Python software 
package, dtwhaclustering, has been designed to ease the execution of the 
procedures in the DTW distance-based HAC analysis. The algorithm was 
validated using synthetic datasets to ensure better performance in 
comparison to traditional cluster approaches. 

We have applied our DTW distance-based HAC approach to 11-year 
(2007–2018) records of three-component GNSS displacements at 115 
stations in Taiwan. We first conducted least-squares modeling of GNSS 
daily solutions to inspect the dominant linear trend and remove seasonal 
variations. Then, we applied the DTW-based clustering to obtain the 
optimal clusters for the 115 stations in Taiwan. These clusters are 
consistent with the patterns of the linear trend and the known geology in 
the region. We also cross-validated the results for spatial and temporal 
stability. 

The hierarchical order obtained from waveform-based objective 

Fig. 5. Resulting dendrogram for the HAC method as a polar chart for the (a) vertical, (b) north, and (c) east component GNSS residuals of Taiwan. The figure is auto- 
generated using the dtwhaclustering package. 
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clustering methods, such as the DTW-based HAC analysis developed in 
this study, is likely to be associated with the characteristics of crustal 
deformation. The resulting clusters are consistent with the geospatial 
patterns obtained from the linear trend analysis on the same dataset (see 

Fig. 3). However, linear trend analysis only extracts the first-order 
variations from the geodetic time series. In contrast, the DTW analysis 
gives more insight into the short-term temporal behavior of the GNSS 
stations. 

Fig. 6. Clustering results with geographical locations for the (a) vertical, (b) north, and (c) east components showing the optimal number of parameters estimated by 
the elbow method. The figure is auto-generated using the dtwhaclustering package. The color scale is optimized to show the maximum differences for each component. 
(For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 7. Estimation of the optimal number of clusters for the HAC analysis based on DTW for (a) vertical, (b) north, and (c) east components. The maximum change in 
DTW distance (or the similarity between stations) is indicated by the dashed green line. (For interpretation of the references to color in this figure legend, the reader 
is referred to the Web version of this article.) 
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The DTW distance computation allows multidimensional and three- 
component datasets to be bound together at each station using the N x 3 
array, where N is the number of points for each component. Binding the 
three components together can be helpful in detecting stations with 
anomalous three-component motion. In this manuscript, for the sake of 
simplicity, we only analyze the clustering for each component 
independently. 

The hierarchical representation obtained from the DTW-based HAC 
provides quantitative distance values among individual stations and the 
clusters, which can be physically interpreted as their mutual dissimi-
larity. We have cross-validated our clustering results for both stability 
and reliability, as it is necessary to ensure that the obtained hierarchical 
relationships among the stations are robust in the presence of noise. The 
most significant level of the hierarchy, the optimum clusters, contains 5 
clusters for both vertical and north components, and three clusters for 
the east component. The obtained clusters are in good agreement with 
the geographical/geological locations of the stations, and the stations 
relatively close to each other tend to have higher similarity and fall in 
the same cluster. There are some lower levels of hierarchy that also 
exhibit significant changes in similarity, which can be explored to 
further study more detailed tectonics in the region. 

The most anomalous waveform behavior can be seen in the vertical 
component at stations in the western coastal region near the city of 
Taichung (PKGM, YMSM, LNCH, VR02, and HUWE). These stations are 
known to have anomalous subsidence, which is also reflected in the 
estimated linear trend (Fig. 3). Although these stations have similar 
overall subsidence behavior, it is interesting to see that the waveform 
dissimilarities among those stations do not allow them to be grouped 
into the same cluster. 

The clustering analysis results reveal strongly incoherent crustal 
motions at various points in the Longitudinal Valley (Fig. 6), exhibiting a 
strong effect of the collision between the Philippine Sea Plate and the 
Eurasian plate. Several GNSS measurements along with tide-gauge/ 
altimetry studies (Shui-Beih et al., 1990; Nikolaidis and Bock, 2002; 
Shyu et al., 2006; Kuo-Chen et al., 2012; Chen et al., 2013; Shin et al., 
2013) have found rapid anomalous elevation changes in the Longitu-
dinal Valley. 

The clusters at higher hierarchical levels of the HAC analysis (except 
for the anomalous outlier stations) represent major crustal velocity 
discontinuities, presumably correspond to major crustal tectonic/ 
geological block boundaries or large local deformation sources (Simpson 
et al., 2012; Takahashi et al., 2019). However, the DTW-based HAC also 
considers the localized temporal fluctuations in the GNSS data, and 
hence the resultant clusters are dependent on the cumulative tectonic 
motion beneath each station for the selected period of the waveforms 
(2007–2018). The full waveform approach of the DTW-based HAC 
method is effective in the identification of anomalous stations, outliers, 
or abnormal behavior in the region, which would be difficult to achieve 
using the traditional Euclidean distance-based HAC. 

Although the DTW distance-based HAC results can distinguish the 
subtle crustal differences at a pair of stations and can ameliorate certain 
problems in the traditional clustering approach, it is sensitive to the 
length and quality of the GNSS data. In this study, we have assumed that 
the GNSS displacement variations is only influenced by the geological 
settings. However, there may be other effects such as random errors 
from instruments, etc. 

DTW can only distinguish between time series slightly different in 
frequency, amplitude, or initial phase (Huang and Jansen, 1985), which 
is the case in most geophysical applications. In this study, we have used 
longer GNSS data to moderate the data quality further, as DTW distance 
tends to give more weight to the dominant patterns. 

The DTW-based clustering analysis can be effective in inspecting the 
anomalies, outliers, or abnormal behaviors of the GNSS displacements 
that takes into account the fluctuations of the full-waveforms. 
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